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BACKTESTING STOCHASTIC MORTALITY MODELS:
AN EX POST EVALUATION OF

MULTIPERIOD-AHEAD DENSITY FORECASTS
Kevin Dowd,* Andrew J. G. Cairns,† David Blake,‡ Guy D. Coughlan,§ David Epstein,**

and Marwa Khalaf-Allah††

ABSTRACT

This study sets out a backtesting framework applicable to the multiperiod-ahead forecasts from
stochastic mortality models and uses it to evaluate the forecasting performance of six different
stochastic mortality models applied to English & Welsh male mortality data. The models consid-
ered are the following: Lee-Carter’s 1992 one-factor model; a version of Renshaw-Haberman’s
2006 extension of the Lee-Carter model to allow for a cohort effect; the age-period-cohort model,
which is a simplified version of Renshaw-Haberman; Cairns, Blake, and Dowd’s 2006 two-factor
model; and two generalized versions of the last named with an added cohort effect. For the data
set used herein, the results from applying this methodology suggest that the models perform
adequately by most backtests and that prediction intervals that incorporate parameter uncertainty
are wider than those that do not. We also find little difference between the performances of five
of the models, but the remaining model shows considerable forecast instability.

1. INTRODUCTION

Cairns et al. (2009) recently examined the empirical fits of eight different stochastic mortality models,
variously labeled M1–M8. Seven1 of these models were further analyzed in a second study, Cairns et al.
(2008), which evaluated the ex ante plausibility of the models’ probability density forecasts. Among
other findings, that study found that one of these models—M8, a version of the Cairns-Blake-Dowd
(CBD) model (Cairns et al. 2006) with an allowance for a cohort effect—generated implausible fore-
casts on U.S. data, and consequently this model was also dropped from further consideration. A third
study, Dowd et al. (2010), then examined the ‘‘goodness of fit’’ of the remaining six models by analyzing
the statistical properties of their various residual series. The six models that were examined are the
following: M1, the Lee-Carter model (Lee and Carter 1992); M2B, a version of Renshaw and Haberman’s
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cohort-effect generalization of the Lee-Carter model (Renshaw and Haberman 2006); M3B, a version
of the age-period-cohort model (e.g., Osmond 1985; Jacobsen et al. 2002), which is a simplified version
of M2B;2 M5, the CBD model; and M6 and M7, two alternative cohort-effect generalizations of the CBD
model. Details of these models’ specifications are given in Appendix A.

It is quite possible for a model to provide a good in-sample fit to historical data and produce forecasts
that appear to be ‘‘plausible’’ ex ante, but still produce poor ex post forecasts, that is, forecasts that
differ significantly from subsequently realized outcomes. A ‘‘good’’ model should therefore produce
forecasts that perform well out-of-sample when evaluated using appropriate forecast evaluation or back-
testing methods, as well as provide good fits to the historical data and plausible forecasts ex ante. The
primary purpose of the present paper is, accordingly, to set out a backtesting framework that can be
used to evaluate the ex post forecasting performance of a mortality model.

A secondary purpose of the paper is to illustrate this backtesting framework by applying it to the six
models listed above. The backtesting framework is applied to each model over various forecast horizons
using a particular data set, namely, LifeMetrics data for the mortality rates of English & Welsh males3

for ages 60–84 and spanning the years 1961–2008.4

The backtesting of mortality models is still in its infancy. Most studies that assess mortality forecasts
focus on ex post forecast errors (e.g., Keilman 1997, 1998; National Research Council 2000; Koissi et
al. 2006). This is limited insofar as it ignores all information contained in the probability density
forecasts, except for the information reflected in the mean forecast or ‘‘best estimate.’’ A more so-
phisticated treatment—and a good indicator of the current state of best practice in the evaluation of
mortality models—is provided by Lee and Miller (2001). They evaluated the performance of the Lee-
Carter (1992) model by examining the behavior of forecast errors (comparing MAD, RMSE, etc.) and
plots of ‘‘percentile error distributions,’’ although they did not report any formal test results based on
these latter plots. However, they also reported plots showing mortality prediction intervals and subse-
quently realized mortality rates, and the frequencies with which realized mortality observations fell
within the prediction intervals. These provide a more formal (i.e., probabilistic) sense of model per-
formance. More recently, Continuous Mortality Investigation (2006) included backtesting evaluations
of the P-spline model; they (2007) also included backtesting evaluations of M1 and M2. Their evalua-
tions were based on plots of realized outcomes against forecasts, where the forecasts included both
projections of central values and projections of prediction intervals, which also give some probabilistic
sense of model performance.

The backtesting framework used in this paper can best be understood if we outline the following key
steps:

1. We begin by selecting the metric of interest, namely, the forecasted variable that is the focus of the
backtest. Possible metrics include the mortality rate, life expectancy, future survival rates, and prices
of annuities and other life-contingent financial instruments. Different metrics are relevant for dif-
ferent purposes: for example, in evaluating the effectiveness of a hedge of longevity or mortality
risk, the relevant metric is the monetary value of the underlying exposure. In this paper, we focus
on the mortality rate itself, but, in principle, backtests could be conducted on any of these other
metrics as well.

2. We select the historical ‘‘lookback’’ window, which is used to estimate the parameters of each model
for any given year: thus, if we wish to estimate the parameters for year t and we use a lookback

2 M2B and M3B are the versions of M2 and M3 that assume an ARIMA(1,1,0) process for the cohort effect (Cairns et al. 2008).
3 See Coughlan et al. (2010) and www.lifemetrics.com for the data and a description of LifeMetrics. The original source of the data was the
U.K. Office for National Statistics. Note that we derive mortality rates directly from deaths and exposures data and not from graduated q rates.
The latter series is not appropriate because it has been smoothed, and this smoothing may hinder reliable modeling, in particular of the cohort
effect.
4 We should note that when estimating the parameters of the cohort effect, we excluded cohorts for which there were less than 5 observations.
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window of length n, then we are estimating the parameters for year t, using observations from years
t � n to t � 1. In this paper, we use a fixed-length5 lookback window of 20 years.6

3. We select the horizon (i.e., the ‘‘lookforward’’ window) over which we will make our forecasts, based
on the estimated parameters of the model. In the present study, we focus on relatively long-horizon
forecasts, because it is with the accuracy of these forecasts that pension plans are principally con-
cerned, but that also pose the greatest modeling challenges.

4. Given the above, we decide on the backtest to be implemented and specify what constitutes a ‘‘pass’’
or ‘‘fail’’ result. Note that we use the term ‘‘backtest’’ here to refer to any method of evaluating
forecasts against subsequently realized outcomes. ‘‘Backtests’’ in this sense might involve the use
of plots whose goodness of fit is interpreted informally, as well as formal statistical tests of predic-
tions generated under the null hypothesis that a model produces adequate forecasts.

The above framework for backtesting stochastic mortality models is a very general one.
Within this broad framework, we implement the following four backtest procedures for each model,

noting that the metric (mortality rate) and lookback windows (20 years) are the same in each case:

• Contracting horizon backtests: First, we evaluate the convergence properties of the forecast mortality
rate to the actual mortality rate at a specified future date. We chose 2008 as the forecast date and
we examine forecasts of that year’s mortality rate, where the forecasts are made at different dates in
the past. The first forecast was made with a model estimated from 20 years of historical observations
up to 1980, the second with the model estimated from 20 years of historical observations up to 1981,
and so forth, up to 2008. In other words, we are examining forecasts with a fixed end date and a
contracting horizon from 28 years ahead down to one year ahead. The backtest procedure then
involves a graphical comparison of the evolution of the forecasts toward the actual mortality rate for
2008, and intuitively ‘‘good’’ forecasts should converge in a fairly steady manner toward the realized
value for 2008.

• Expanding horizon backtests: Second, we consider the accuracy of forecasts of mortality rates over
expanding horizons from a common fixed start date, or ‘‘stepping off’’ year. For example, the start
date might be 1980, and the forecasts might be for one up to 28 years ahead, that is, for 1981 up
to 2008. The backtest procedure again involves a graphical comparison of forecasts against realized
outcomes, and the ‘‘goodness’’ of the forecasts can be assessed in terms of their closeness to the
realized outcomes.

• Rolling fixed-length horizon backtests: Third, we consider the accuracy of forecasts over fixed-length
horizons as the stepping off date moves sequentially forward through time. This involves examining
plots of mortality prediction intervals for some fixed-length horizon (e.g., 20 years) rolling forward
over time—with subsequently realized outcomes superimposed on them.

• Mortality probability density forecast tests: Fourth, we carry out formal hypothesis tests in which we
use each model as of one or more start dates to simulate the forecasted mortality probability density
at the end of some horizon period, and we then compare the realized mortality rate(s) against this
forecasted probability density (or densities). The forecast ‘‘passes’’ the test if each realized rate lies
within the more central region of the forecast probability density, and the forecast ‘‘fails’’ if it lies
too far out in either tail to be plausible given the forecasted probability density.

5 The use of a fixed-length lookback window simplifies the underlying statistics and means that our results are equally responsive to the ‘‘news’’
in any given year’s observations. By contrast, an expanding lookback window is more difficult to handle and also means that, as time goes
by, the ‘‘news’’ contained in the most recent observations receives less weight, relative to the expanding number of older observations in the
lookback sample.
6 We have chosen a lookback window of 20 years to estimate the parameters of the model. The choice of a 20-year window is a subjective
one based on the limited length of our dataset (of 49 years) and the need to strike a balance between having a lookback window long enough
to get ‘‘reasonable’’ results, on the one hand, and the need to have enough observations left over to accommodate ‘‘reasonably’’ long forecast
horizons, on the other.
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For each of the four classes of test, we examine two types of mortality forecast. The first of these
are forecasts in which it is assumed that the parameters of the mortality models are known with
certainty. The second are forecasts, in which we make allowance for the fact that the parameters of
the models are only estimated, that is, their ‘‘true’’ values are unknown. We would regard the latter
as more plausible, and evidence from other studies suggests that allowing for parameter uncertainty
can make a considerable difference to estimates of quantifiable uncertainty (e.g., Cairns et al. 2006;
Dowd et al. 2006; Blake et al. 2008). For convenience we label these the ‘‘parameter certain’’ (PC)
and ‘‘parameter uncertain’’ (PU) cases, respectively.7 More details of the latter case are given in Ap-
pendix B.

This paper is organized as follows. Section 2 considers the contracting horizon backtests, Section 3
considers the expanding horizon backtests, Section 4 considers the rolling fixed-length backtests for
an illustrative horizon of 15 years, and Section 5 considers the mortality probability forecast tests.
Section 6 concludes.

2. CONTRACTING HORIZON BACKTESTS: EXAMINING THE CONVERGENCE OF
FORECASTS THROUGH TIME

The first kind of backtest in our framework examines the consistency of forecasts for a fixed future
year (in our example below, the year 2008) made in earlier years. For a well-behaved model we would
expect consecutive forecasts to converge toward the realized outcome as the date the forecasts are
made (the stepping-off date) approaches the forecast year.

Figures 1 and 2 show plots of forecasts of the 2008 mortality rate for 65-year-old and 84-year-old
males, respectively, made in years 1980, 1981, . . . , 2007. The central lines in each plot are the
relevant model’s median forecast of the 2008 mortality rate based on 5,000 simulation paths, and the
dotted lines on either side are estimates of the model’s 90% prediction interval or risk bounds (i.e.,
5th and 95th percentiles). The starred point in each chart is the realized mortality rate for that age
in 2008.

These plots show the following patterns:

• For models M1, M3B, M5, M6, and M7, the forecasts converge and the prediction intervals narrow in
a fairly stable way over time toward a value close to the realized value.8 These results reflect that the
underlying state variables exhibit a smooth progression from one sample period to the next and, with
one exception, have parameter values that are plausible and obey permitted ranges.9

• For these same models, the PU prediction intervals are notably wider than the PC prediction intervals,
but negligible difference is seen between the PC and PU median plots.

• Also for these same models, the age 65 forecasts tend to show a downward trend, suggesting a bias
that increases with the forecast horizon, whereas the age 84 forecasts show little or no obvious bias.

• For M2B, the forecasts are clearly unstable, exhibiting major spikes: these projections reflect esti-
mates of the cohort state variables that are sometimes very unstable and highly implausible as we
move from one sample to the next; these, in turn, lead to estimates of the parameters of the gamma
process that are also sometimes very unstable and implausible, and well outside permitted ranges.

7 To be more precise, the PU versions of the model use a Bayesian approach to take account of the uncertainty in the parameters driving the
period and, where applicable, the cohort effects.
8 There is, however, the exception of the age 84 M1 projections in the early 1980s (see Fig. 2), which decline almost to a point in 1984 and
then start to fan out again. This behavior is explained by the fact that the early 1980s �(2) estimates fall sharply to values close to zero, and,
for this model, it is these parameters that determine the dispersion of the fan charts.
9 The one exception relates to the sample years 1977–1996 estimate of the �(�) parameter for model M7, which at 1.011 is just over the
permitted range of (�1,�1), and this makes it impossible for our code to simulate random values of this parameter from a posterior distribution.
To remedy this problem, this �(�) value was reset to 0.98 for the projections in Figures 1 and 2.
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Figure 1
Forecasts of the 2008 Mortality Rate from 1980 Onward: Males Aged 65
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Notes: Forecasts based on estimates using English & Welsh male mortality data for ages 60–84 and a rolling 20-year historical window. The
stepping-off year is the final year in the rolling window. The fitted model is then used to estimate the median and 90% prediction interval for
both parameter-certain forecasts (given by the dashed lines) and parameter-uncertain cases (given by the solid lines). The realized mortality
rate for 2008 is denoted by an asterisk. Based on 5,000 simulation trials.

Figure 2
Forecasts of the 2008 Mortality Rate from 1980 Onward: Males Aged 84
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Notes: Forecasts based on estimates using English & Welsh male mortality data for ages 60–84 and a rolling 20-year historical window. The
stepping-off year is the final year in the rolling window. The fitted model is then used to estimate the median and 90% prediction interval for
both parameter-certain forecasts (given by the dashed lines) and parameter-uncertain cases (given by the solid lines). The realized mortality
rate for 2008 is denoted by an asterisk. Based on 5,000 simulation trials.
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Figure 3
Mortality Prediction-Interval Charts from 1980: Males Aged 65
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Notes: Forecasts based on estimates using English & Welsh male mortality data for ages 60–84 and years 1961–1980. The dashed lines refer
to the forecast medians and bounds of the 90% prediction interval for the parameter-certain (PC) forecasts, and solid lines are their equivalents
for the parameter-uncertain (PU) forecasts. The realized mortality rates are denoted by an asterisk. For each of these cases, xL and xM are the
numbers of realized rates below the lower 5% and 50% prediction bounds, xU is the number of realized mortality rates above the upper 5%
bound, and n is the number of forecasts including that for the starting point of the forecasts. Based on 5,000 simulation trials.

Note that we have evaluated the convergence of the models only for one end date and one data set.
This is insufficient to draw general conclusions about the forecasting capabilities of the various models,
but the instability observed in M2 (or at least our variant of M2, M2B) is an issue.

3. EXPANDING HORIZON BACKTESTS

In the second class of backtest, we consider the accuracy of forecasts over increasing horizons against
the realized outcomes for those horizons. Accuracy is reflected in the degree of consistency between
the outcome and the prediction interval associated with each forecast.

These backtests are best evaluated graphically using charts of mortality prediction intervals. Figure
3 shows the mortality prediction intervals for age 65 for forecasts starting in 1980 with model param-
eters estimated using data from the preceding 20 years, and Figure 4 shows the same for age 84. The
charts show the 90% prediction intervals (or ‘‘risk bounds’’) as dashed lines for the PC forecasts and
continuous lines for the PU forecasts. Roughly speaking, if a model is adequate, we can be 90% con-
fident of any given outcome occurring between the dashed risk bounds if we ‘‘believe’’ the PC forecasts,
and we can be 90% confident of any given outcome occurring between the continuous risk bounds if
we ‘‘believe’’ the PU forecasts. The figures also show the forecasted median mortality forecasts as dotted
lines for the PC forecasts and continuous lines for the PU forecasts (although these are in fact usually
hard to distinguish), and superimposed on the figures are the realized outcomes indicated by stars.

The figures also show quadruplets in the form [xL, xM, xU, n], where n is the number of mortality
forecasts, xL is the number of lower exceedances or the number of realized outcomes out of n falling
below the lower risk bound, xM is the number of observations falling below the projected median, and
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Figure 4
Mortality Prediction-Interval Charts from 1980: Males Aged 84
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Notes: Forecasts based on estimates using English & Welsh male mortality data for ages 60–84 and years 1961–1980. The dashed lines refer
to the forecast medians and bounds of the 90% prediction interval for the parameter-certain (PC) forecasts, and solid lines are their equivalents
for the parameter-uncertain (PU) forecasts. The realized mortality rates are denoted by an asterisk. For each of these cases, xL and xM are the
numbers of realized rates below the lower 5% and 50% prediction bounds, xU is the number of realized mortality rates above the upper 5%
bound, and n is the number of forecasts including that for the starting point of the forecasts. Based on 5,000 simulation trials.

xU is the number of upper exceedances or observations falling above the upper risk bound.10 These
statistics provide useful indicators of the adequacy of model forecasts. If the forecasts are adequate,
for any given PC or PU case, we would expect xL and xU to be about 5%, and we would expect xM to
be about 50%. Too many exceedances, on the other hand, would suggest that the relevant bounds were
incorrectly forecasted: for example, too many realizations above the upper risk bound would suggest
that the upper risk bound is too low, too many observations below the median bound would suggest
that the forecasts are biased upwards, and too many observations below the upper risk bound would
suggest that the lower risk bound is too high.

The results in these charts can be summarized as follows:

• The prediction intervals all show the same basic shape: they fan out somewhat over time around a
gradually decreasing trend and show a little more uncertainty on the upper side than on the lower
side.

• The PU risk bounds are notably wider than their PC equivalents, and virtually no differences are seen
between the PC- and PU-based median projections.

• For age 65, the realized values tend to gravitate toward the lower bounds of the prediction intervals.
For most models, a considerable number of lower bound violations exist for the PC projections, but
(with the exception of M6) few such violations for the PU projections. By this criterion, the PU
projections perform better than the PC ones.

• For age 84, the realized values are usually much closer to the median projections than is the case
for age 65, and with the exception of the M1 projections, we find almost no lower bound violations.

10 Note, however, that the positions of the individual observations within the prediction intervals are not independent. If, for example, the
1990 observation is ‘‘low,’’ then the 1995 observation is also likely to be ‘‘low.’’
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Figure 5
Rolling 20-Year-Ahead Prediction Intervals: M1
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Notes: Model estimates based on English & Welsh male mortality data for ages 60–84 and a rolling 20-year historical window starting from
1961–1980. The continuous and dashed lines are the parameter-uncertain (PU) forecast medians and bounds of the 90% prediction interval
for ages 65 and 84, respectively. The realized mortality rates are denoted by an asterisk. For each age, xL and xM are the numbers of realized
rates below the lower 5% and 50% prediction bounds, xU is the number of realized mortality rates above the upper 5% bound, and n is the
number of forecasts including that for the starting point of the forecasts. Based on 5,000 simulation trials.

• The results of these last two bullet points suggest an upward bias in the age 65 projections but much
less bias in the age 84 projections.

4. ROLLING FIXED-LENGTH HORIZON BACKTESTS

In the third class of backtests, we consider the accuracy of forecasts over fixed horizon periods as these
roll forward through time. Once again, accuracy is reflected in the degree of consistency between the
collective set of realized outcomes and the prediction intervals associated with the forecasts. We ex-
amine the case of an illustrative 20-year forecast horizon, and hereafter we restrict ourselves to back-
testing the performance of the PU forecasts only. Figures 5–10 show the rolling prediction intervals
for each of the six models in turn. Each plot shows the rolling prediction intervals and realized mortality
outcomes for ages 65 and 84 over the years 2000–2008, where the forecasts are obtained using data
from 20 years or more before. Figure 5 gives the prediction intervals for model M1, Figure 6 gives the
rolling prediction intervals for M2B, and so forth. To facilitate comparison, the y-axes in all the charts
have the same range running from 0.01 to 0.2 on a logarithmic scale.

These charts indicate that there is not much to choose between the other models. We also find that
the age 65 forecasts have a notable upward bias with the realized values often close to or below the
lower bounds, whereas the age 84 forecast show only a very slight upward bias.
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Figure 6
Rolling 20-Year-Ahead Prediction Intervals: M2B
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Notes: Model estimates based on English & Welsh male mortality data for ages 60–84 and a rolling 20-year historical window starting from
1961–1980. The continuous and dashed lines are the parameter-uncertain (PU) forecast medians and bounds of the 90% prediction interval
for ages 65 and 84, respectively. The realized mortality rates are denoted by an asterisk. For each age, xL and xM are the numbers of realized
rates below the lower 5% and 50% prediction bounds, xU is the number of realized mortality rates above the upper 5% bound, and n is the
number of forecasts including that for the starting point of the forecasts. Based on 5,000 simulation trials.

Figure 7
Rolling 20-Year-Ahead Prediction Intervals: M3B
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Notes: Model estimates based on English & Welsh male mortality data for ages 60–84 and a rolling 20-year historical window starting from
1961–1980. The continuous and dashed lines are the parameter-uncertain (PU) forecast medians and bounds of the 90% prediction interval
for ages 65 and 84, respectively. The realized mortality rates are denoted by an asterisk. For each age, xL and xM are the numbers of realized
rates below the lower 5% and 50% prediction bounds, xU is the number of realized mortality rates above the upper 5% bound, and n is the
number of forecasts including that for the starting point of the forecasts. Based on 5,000 simulation trials.



290 NORTH AMERICAN ACTUARIAL JOURNAL, VOLUME 14, NUMBER 3

Figure 8
Rolling 20-Year-Ahead Prediction Intervals: M5
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Age 84: [xL, xM, xU, n] = [0, 9, 0, 9]

Notes: Model estimates based on English & Welsh male mortality data for ages 60–84 and a rolling 20-year historical window starting from
1961–1980. The continuous and dashed lines are the parameter-uncertain (PU) forecast medians and bounds of the 90% prediction interval
for ages 65 and 84, respectively. The realized mortality rates are denoted by an asterisk. For each age, xL and xM are the numbers of realized
rates below the lower 5% and 50% prediction bounds, xU is the number of realized mortality rates above the upper 5% bound, and n is the
number of forecasts including that for the starting point of the forecasts. Based on 5,000 simulation trials.

Figure 9
Rolling 20-Year-Ahead Prediction Intervals: M6
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Age 65: [xL, xM, xU, n] = [9, 9, 0, 9]

Age 84: [xL, xM, xU, n] = [0, 3, 0, 9]

Notes: Model estimates based on English & Welsh male mortality data for ages 60–84 and a rolling 20-year historical window starting from
1961–1980. The continuous and dashed lines are the parameter-uncertain (PU) forecast medians and bounds of the 90% prediction interval
for ages 65 and 84, respectively. The realized mortality rates are denoted by an asterisk. For each age, xL and xM are the numbers of realized
rates below the lower 5% and 50% prediction bounds, xU is the number of realized mortality rates above the upper 5% bound, and n is the
number of forecasts including that for the starting point of the forecasts. Based on 5,000 simulation trials.
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Figure 10
Rolling 20-Year-Ahead Prediction Intervals: M7
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Age 84: [xL, xM, xU, n] = [0, 9, 0, 9]

Notes: Model estimates based on English & Welsh male mortality data for ages 60–84 and a rolling 20-year historical window starting from
1961–1980. The continuous and dashed lines are the parameter-uncertain (PU) forecast medians and bounds of the 90% prediction interval
for ages 65 and 84, respectively. The realized mortality rates are denoted by an asterisk. For each age, xL and xM are the numbers of realized
rates below the lower 5% and 50% prediction bounds, xU is the number of realized mortality rates above the upper 5% bound, and n is the
number of forecasts including that for the starting point of the forecasts. Based on 5,000 simulation trials.

Figure 11
Bootstrapped p-Values of Realized Mortality Outcomes: Males Aged 65, 1980 Start,

Horizon � 28 Years Ahead
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Notes: Forecasts based on models estimated using English & Welsh male mortality data for ages 60–84 and years 1961–1980 assuming
parameter uncertainty. Each figure shows the bootstrapped forecast CDF of the mortality rate in 2008, where the forecast is based on the
density forecast made ‘‘as if’’ in 1980. Each black vertical line gives the realized mortality rate in 2008 and its associated p-value in terms of
the forecast CDF. Based on 5,000 simulation trials.
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5. MORTALITY PROBABILITY DENSITY FORECAST BACKTESTS: BACKTESTS BASED ON
STATISTICAL HYPOTHESIS TESTS

The fourth and final class of backtests involves formal hypothesis tests based on comparisons of realized
outcomes against forecasts of the relevant probability densities.11

To elaborate, suppose we wish to use data up to and including 1980 to evaluate the forecasted
probability density function of the mortality rate of, say, 65-year-olds in 2008, involving a forecast
horizon of 28 years ahead. A simple way to implement such a test is to use each model to forecast the
cumulative density function (CDF) for the mortality rate in 2008, as of 1980, and compare how the
realized mortality rate for 2008 compares with its forecasted distribution.

To carry out this backtest for any given model, we use the data from 1961 to 1980 to make a forecast
of the CDF of the mortality rate of 65-year-olds in 2008.12 The curves shown in Figure 11 are the CDFs
for each of the six models. The null hypothesis is that the realized mortality rate for 65-year-old males
in 2008 is consistent with the forecasted CDF. We then determine the p-value associated with the null
hypothesis, which is obtained by taking the value of the CDF where the vertical line drawn up from the
realized mortality rate on the x-axis crosses the cumulative density curve. Where the realized values
fall into the left-hand tails, as all do in Figure 11, the reported p-values are those associated with one-
sided tests of the null, which are more appropriate here given the evidence that longer-term forecasts
are biased.

For the backtests illustrated in Figure 11, we get estimated p-values of 16.3%, 4.8%, 8.76%, 6.48%,
1.2%, and 7.72% for models M1, M2B, M3B, M5, M6, and M7, respectively. These results tell us that
the null hypothesis that M1 generates adequate forecasts over a horizon of 28 years is associated with
a probability of 16.3%, and so forth. In this case, all models ‘‘pass’’ at a 1% significance level.

Now suppose we are interested in carrying out a test of the models’ 27-year-ahead mortality density
forecasts. Two cases now can be considered: we can start in 1980 and carry out the test for a forecast
of the 2007 mortality density, or we can start in 1981 and carry out the test for a forecast of the 2008
mortality density.13 Along the same lines, if we wish to test the models’ forecasts of 26-year-ahead
density forecasts, we have three choices: start in 1980 and forecast the density for year 2006, start in
1981 and forecast the density for year 2007, and start in 1982 and forecast the density for year 2008.14

We can carry on in the same way for forecasts 23 years ahead, 22 years ahead, and so on, down to
forecasts one year ahead. By the time we get to one-year-ahead forecasts, we would have 28 different
possibilities (i.e., start in 1980, start in 1981, etc., up to start in 2007).

In all, this gives us 1 � 28 � 2 � 27 � 3 � 26 � � � � � 27 � 2 � 28 � 1 � 4,060 possible such
tests.

So for any given model, we can construct a sample of 28 different estimates of the p-value of the
null associated with one-year-ahead forecasts, we can construct a sample of 27 different estimates of
the p-value of the null associated with two-year-ahead forecasts, and so forth.

We can then construct plots of estimated p-values for any given horizon or set of horizons. Some
examples are given in Figure 12, which shows plots of the p-values for 65-year-olds associated with
forecast horizons of 10, 15, 20, and 25 years. The p-values are fairly variable, and notable differences
exist across models: M7 performs fairly well, for example, while M6 performs poorly.

Figure 13 gives the corresponding results for 84-year-olds, and these forecasts perform much better
with no ‘‘problematic’’ test results except in some cases for M1.

11 Since we are testing forecasts of future mortality rates, we can also regard the tests considered here as similar to tests of q-forward forecasts
using the different models; q-forwards are mortality rate forward contracts (Coughlan et al. 2007).
12 Note that we are now dealing with PU forecasts only.
13 In principle, both these tests should give much the same answer under the null hypothesis, and there is nothing to choose between them
other than the somewhat extraneous consideration (for present purposes) that the latter test uses slightly later data.
14 Again, in principle, each of these tests should yield similar results under the null.
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Figure 12
Various-Horizon p-Values of Realized Future Mortality Rates: Males Aged 65
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Notes: Forecasts based on estimates using English & Welsh male mortality data for ages 60–84 and a rolling 20-year window assuming
parameter uncertainty. The lines refer to p-values over horizons of h � 10, 15, 20, and 25 years, respectively, and the lengths of the lines
correspond to the forecast horizons: the longest represents the p-values of the 10-year-horizon forecasts, etc. Based on 5,000 simulation trials.

Figure 13
Various-Horizon p-Values of Realized Future Mortality Rates: Males Aged 84
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Notes: Forecasts based on estimates using English & Welsh male mortality data for ages 60–84 and a rolling 20-year window assuming
parameter uncertainty. The lines refer to p-values over horizons of h � 10, 15, 20, and 25 years, respectively, and the lengths of the lines
correspond to the forecast horizons: the longest represents the p-values of the 10-year-horizon forecasts, etc. Based on 5,000 simulation trials.
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6. CONCLUSIONS

The purposes of this paper are (1) to set out a backtesting framework that can be used to evaluate
the ex post forecasting performance of stochastic mortality models and (2) to illustrate this framework
by evaluating the forecasting performance of a number of mortality models calibrated under a particular
data set.

The backtesting framework presented here is based on the idea that forecast distributions should be
compared against subsequently realized mortality outcomes: if the realized outcomes are compatible
with their forecasted distributions, then this would suggest that the forecasts and the models that
generated them are good ones; and if the forecast distributions and realized outcomes are incompat-
ible, this would suggest that the forecasts and models are poor. We discussed four different classes of
backtest building on this general idea: (1) backtests based on the convergence of forecasts through
time toward the mortality rate(s) in a given year, (2) backtests based on the accuracy of forecasts over
multiple horizons, (3) backtests based on the accuracy of forecasts over rolling fixed-length horizons,
and (4) backtests based on formal hypothesis tests that involve comparisons of realized outcomes
against forecasts of the relevant densities over specified horizons.

We generally find that the forecasts for age 65 show a clear bias that increases with the forecast
horizon, whereas little such bias is found for the age-84 forecasts, and we often find more violations of
the PC lower bounds than of their PU equivalents. By this criterion, the PU forecasts therefore often
perform better.

As far as the individual models are concerned, we find that models M1, M3B, M5, M6, and M7 perform
well most of the time, and (except for some problems with M1 and M6) there is relatively little to
choose between these models.

Model M2B, however, repeatedly shows evidence of considerable instability. However, we should make
clear that we have examined a particular version of M2 in this study and so cannot rule out the pos-
sibility that other specifications of, or extensions to, M2 might resolve the stability problem identified
both here and elsewhere (e.g., Cairns et al. 2010; Dowd et al. 2010).

We also find that projections that incorporate parameter uncertainty are wider than those that do
not.15

Finally, we would emphasize that these results are obtained using one particular data set—data for
English & Welsh males—over limited sample periods. Accordingly, we make no claim for how these
models might perform over other data sets or sample periods.

APPENDIX A: THE STOCHASTIC MORTALITY MODELS CONSIDERED IN THIS STUDY

Model M1
Model M1, the Lee-Carter model, postulates that the true underlying death rate, m(t, x), satisfies

(1) (2) (2)log m(t, x) � � � � � , (A.1)x x t

where the state variable follows a one-dimensional random walk with drift(2)�t

(2) (2) (2)� � � � � � CZ (A.2)t t�1 t

in which � is a constant drift term, C a constant volatility, and a one-dimensional iid N(0,1) error.(2)Zt

This model also satisfies the identifiability constraints:
(2) (2)� � 0 and � � 1. (A.3)� �t x

t x

15 An interesting extension is suggested by Li et al. (2009). They replace the Poisson treatment of the deaths counts, D(t, x), with a negative
binomial distribution that allows for heterogeneity in population characteristics within each (t, x) data cell. Using M1 applied to U.S. and
Canadian data, they find that this leads to wider prediction intervals than one obtains with the Poisson. We might expect, therefore, that
replacing the Poisson with a negative binomial would have a similar effect on the other models considered here.
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Model M2B
Model M2B is an extension of Lee-Carter that allows for a cohort effect. It postulates that m(t, x)
satisfies

(1) (2) (2) (3) (3)log m(t, x) � � � � � � � � , (A.4)x x t x c

where the state variable follows (A.2) and is a cohort effect where c � t � x is the year of(2) (3)� �t c

birth. We follow Cairns et al. (2008) and CMI (2007) and model as an ARIMA(1,1,0) process:(3)�c

(3) (�) (�) (3) (�) (�) (�)�� � � � � (�� � � ) � � Z (A.5)c c�1 c

with parameters and and is iid N(0,1). This model satisfies the identifiability(�) (�) (�) (�)� , � , � , Zc

constraints:

(2) (2) (3) (3)� � 0, � � 1, � � 0, and � � 1. (A.6)� � � �t x c x
t x c x

Model M3B
This model is a simplified version of M2B that postulates

1 1(1) (2) (3)log m(t, x) � � � � � � , (A.7)x t cn na a

where na is the number of ages on which the parameters are estimated, and the variables (including
the cohort effect) are the same as for M2B. This model satisfies the constraints

(2) (3)� � 0 and � � 0. (A.8)� �t t�x
t x,t

Given these constraints, we let � 20�1 �t log m(t, x)—bearing in mind that our lookback sample(1)�̄x

window has a length of 20 years—and obtain

(1) (1)¯(x � x̄)(� � � )� x x
x	 � � (A.9)2(x � x̄)�

x

and thence obtain the following revised parameter estimates:

(2) (2) ¯� � � � 	(t � t),˜t t

(3) (3) ¯� � � � 	((t � t) � (x � x̄)),˜t�x t�x

(1) (1)�̃ � � � 	(x � x̄), (A.10)x x

which are the ones on which the forecasts are based.

Model M5
Model M5 is a reparameterized version of the CBD two-factor mortality model (Cairns et al. 2006) and
postulates that the mortality rate q(t, x) satisfies

(1) (2)logit q(t, x) � � � � (x � x̄), (A.11)t t

where q(t, x) � 1 � exp(�m(t, x)), is the average of the ages used in the dataset, and the statex̄
variables follow a two-dimensional random walk with drift:

� � � � � � CZ (A.12)t t�1 t
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in which � is a constant 2 � 1 drift vector, C is a constant 2 � 2 upper triangular ‘‘volatility’’ matrix
(to be precise, the Choleski ‘‘square root’’ matrix of the variance-covariance matrix), and Zt is a two-
dimensional standard normal variable, each component of which is independent of the other.

Model M6
M6 is a generalized version of M5 with a cohort effect:

(1) (2) (3)logit q(t, x) � � � � (x � x̄) � � , (A.13)t t c

where the �t process follows (A.12), and the process follows (A.5). This model satisfies the identi-(3)�c

fiability constraints:
(3) (3)� � 0 and c� � 0. (A.14)� �c c

c�C c�C

Model M7
M7 is a second generalized version of M5 with a cohort effect:

(1) (2) (3) 2 2 (4)logit q(t, x) � � � � (x � x̄) � � ((x � x̄) � � ) � � , (A.15)t t t x c

where the state variables �t follow a three-dimensional random walk with drift, is the variance of the2�x

age range used in the dataset, and is a cohort effect that is modeled as an AR(1) process. This(4)�c

model satisfies the identifiability constraints:
(4) (4) 2 (4)� � 0, c� � 0, and c � � 0. (A.16)� � �c c c

c�C c�C c�C

More details on the models can be found in Cairns et al. (2009).

APPENDIX B: SIMULATING MODEL PARAMETERS UNDER CONDITIONS OF PARAMETER
UNCERTAINTY

This appendix explains the procedure used to simulate the values of the parameters driving the �t

process and, where the model involves a cohort effect �c, the parameters of the process that drives �c.
The approach used is a Bayesian one based on noninformative Jeffreys prior distributions (Cairns 2000;
Cairns et al. 2006).

Simulating the Values of the Parameters Driving the �t Process
Recall from Appendix A that each of the models has an underlying random walk with drift

� � � � � � CZ , (B.1)t t�1 t

where, in the case of M1, M2B, and M3B, �t, �, and V are scalars; in the case of M5 and M6, �t and �
are 2 � 1 vectors and a V is 2 � 2 matrix; and in the case of M7, �t and � are 3 � 1 vectors, and V
is a 3 � 3 matrix. For the sake of generality, we refer to � as a vector and V as a matrix.

The parameters of (B.1) are estimated by MLE using a sample of size n � 20 for the results presented
in this paper.

We first simulate V from its posterior distribution, the Wishart (n � 1, n�1 distribution. To do�1V̂ )
so, we carry out the following steps:

• We simulate n � 1 i.i.d. vectors �1, . . . , �n�1 from a multivariate normal distribution with mean

vector 0 and covariance matrix n�1 These vectors will have dimension 1 � 1 for M1, M2B, and�1V̂ .
M3B, dimension 2 � 1 for M5 and M6, and dimension 3 � 1 for M7.

• We construct the matrix X � �i
n�1 T� � .i�1 i

• We then invert X to obtain our simulated positive-definite covariance matrix V(� X�1).
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Having obtained our simulated V matrix, we simulate the � vector from MVN n�1V).(�,ˆ

Simulating the Values of the Parameters Driving the �c Process
Recall that c is the year of birth. We first note that, for model M7, the cohort effect follows an(4)�c

AR(1) process, and for models M2B, M3B, and M5, the cohort effect follows an ARIMA(1,1,0)(3)�c

process. This latter process implies that the first difference of follows an AR(1). Hence our(3) (3)� , �� ,c c

task is to simulate the values of the parameters �(�), �(�), and �(�) in the following equation:
(�) (�) (�) (�)� � � � � (� � � ) � � ε , (B.2)c c�1 c

and �c is, as appropriate, either or The method we use is taken from Cairns (2000, pp. 320–(3) (4)�� � .c c

321) and is based on a Jeffreys prior distribution for (�(�), �(�), �(�)) and MLE estimates of these
parameters This involves the following steps:(�) (�) (�)(� , � , � ).ˆ ˆ ˆ
• We simulate the value of �(�) from and n from its posterior distribution f(�(�)) � ((�(�))2 �(�)�̂

2�(�) � 1)�(n�1)/2 using a suitable algorithm (e.g., the rejection method).(�)�̂

• We then simulate X � and obtain a simulated value of (�(�))2 from (�(�))2 � (n � 1)( )2(1 �2 (�)
 �̂n�1

(�(�) � )2/(1 � ( )2))/X.(�) (�)� �ˆ ˆ
• Finally, we simulate Z � N(0, 1) and obtain a simulated value of �(�) from �(�) � �(�)�̂

� Z.(�) 2 (�) 2�(� ) /(n � 1)/(1 � � )

Further details are provided in Cairns (2000, pp. 320–321).
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